
Subject: HN can not ping VE
Posted by molliver on Tue, 23 Jun 2009 14:00:07 GMT
View Forum Message <> Reply to Message

I have just installed a new jaunty 64bit HN and transferred over my original 32bit VE's to it.

Each VE has two ip addresses, A private one and a public one. The private one seems to work
correctly and VE's on other hosts can talk to that fine. The public one however does not. It cant
talk to VE's on other hosts or to the HN, it can however talk ok to the internet and to other VE's on
the same HN.
The HN can also not ping the VE's on the public ip for some reason.

My network rules are the same as i had before on my older centos boxes so i am unsure of the
problem.

My HN network looks like this.
vlan eth0.1 192.168.203.101/24
vlan eth0.2 172.0.0.3/8

My VE would have the following ips:
public 89.xxx.xxx.30
private 10.202.xxx.30

If i ping the VE from the HN i can see from the dumps that the packet leaves the HN goes via
venet0 to the VE and returns to venet0 where it gots lost. At the same time venet0 is sending out
arp requests to find out who has 89.xxx.xxx.30. Where as if i ping the private ip it returns correctly.

Ideas would be appreciated.

Subject: Re: HN can not ping VE
Posted by maratrus on Mon, 29 Jun 2009 06:38:27 GMT
View Forum Message <> Reply to Message

Could you please show "ip a l", "ip r l" output from HN and from inside the VE. Please, show also
"arp -n" output from the HN and check iptables rules. Then show the exact tcpdump output. Thank
you.

Subject: Re: HN can not ping VE
Posted by molliver on Mon, 29 Jun 2009 08:27:52 GMT
View Forum Message <> Reply to Message

I resolved the issue by firstly allowing rp_filter to be turned off and then by changing the default
route in the VE by setting its source address. It appears that where the VE had to IP's it did not
have the correct one set as its default where as in the past it did have the other ip as its default.
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I needed to change the rp_filter option, as the first arp request would come from the correct ip and
on the correct interface however after about 9 pings, the host would then do an arp request for the
ip as well but over the wrong interface and thus was not being answered. As the host it really the
one transfering the network this then caused it to invalidate it's arp entry as it got no reply and
thus the ping stopped.

I did not used to get this on older setups, so may be it is something new within the kernel
enforcing the filters correctly.

Mark
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