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Hello,

The company I work for recently purchased a fiber attached storage array and 2 servers to create
a clustered OpenVZ environment. I've been tasked with creating a highly available solution. The
only problem with this is that I am fairly new to Linux. I've been using OpenVZ for a few months
now and it's been working great. I've been searching for information on how to create an OpenVZ
cluster, but everything I have found is referencing DRBD. My understanding is that DRBD is a way
to accomplish clustering without having a shared storage resource.

Here is what I would like to do:

                   Heartbeat
 Physical Node 1---------------- Physical Node 2
      |                  |
      |                  |
      |                  |
      ||||||||||||||||||
       |Shared Storage|    <---------Virtual Containers Live Here
       ||||||||||||||||

In the event that the physical node becomes unavailable the containers would automatically fail
over to the other node. So my initial questions are:

How is clustering achieved with OpenVZ? Is there a good article/how-to that will point me in the
right direction?

Are the individual containers clusterable so that they can be failed over individually? 

Are there management tools available for managing how the cluster will behave in certain
situations or is everything script based?

Any help is greatly appreciated. 
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