
Subject: [patch 0/5]-Containers: Introduction
Posted by Rohit Seth on Fri, 15 Sep 2006 01:37:44 GMT
View Forum Message <> Reply to Message

Containers:

Commodity HW is becoming more powerful.  This is giving opportunity to
run different workloads on the same platform for better HW resource
utilization.  To run different workloads efficiently on the same
platform, it is critical that we have a notion of limits for each
workload in Linux kernel.  Current cpuset feature in Linux kernel
provides grouping of CPU and memory support to some extent (for NUMA
machines).  

We use the term container to indicate a structure against which we track
and charge utilization of system resources like memory, tasks etc for a
workload. Containers will allow system admins to customize the
underlying platform for different applications based on their
performance and HW resource utilization needs.  Containers contain
enough infrastructure to allow optimal resource utilization without
bogging down rest of the kernel.  A system admin should be able to
create, manage and free containers easily.

At the same time, changes in kernel are minimized so as this support can
be easily integrated with mainline kernel.

The user interface for containers is through configfs.  Appropriate file
system privileges are required to do operations on each container.
Currently implemented container resources are automatically visible to
user space through /configfs/container/<container_name> after a
container is created.

Signed-off-by: Rohit Seth <rohitseth@google.com>

Diffstat for the patch (against linux-2.6.18-rc6-mm2):

diffstat patch.rc6mm2.0914.02
 Documentation/containers.txt |   42 ++
 fs/inode.c                   |    3
 include/linux/container.h    |  163 +++++++++++
 include/linux/fs.h           |    5
 include/linux/mm_inline.h    |    4
 include/linux/mm_types.h     |    4
 include/linux/sched.h        |    6
 kernel/Makefile              |    1
 kernel/container_configfs.c  |  426 +++++++++++++++++++++++++++++
 kernel/exit.c                |    2
 kernel/fork.c                |    8
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 mm/Kconfig                   |    8
 mm/Makefile                  |    2
 mm/container.c               |  620 +++++++++++++++++++++++++++++++++++++++++++
 mm/container_mm.c            |  455 +++++++++++++++++++++++++++++++
 mm/filemap.c                 |    4
 mm/page_alloc.c              |    3
 mm/rmap.c                    |    8
 mm/swap.c                    |    1
 mm/vmscan.c                  |    1
 20 files changed, 1765 insertions(+), 1 deletion(-)

This patch set has basic container support that includes:

- Create a container using mkdir command in configfs

- Free a container using rmdir command

- Dynamically adjust memory and task limits for container.

- Add/Remove a task to container (given a pid)

- Files are currently added as part of open from a task that already
belongs to a container.

- Keep track of active, anonymous, mapped and pagecache usage of
container memory

- Does not allow more than task_limit number of tasks to be created in
the container.

- Over the limit memory handler is called when number of pages (anon +
pagecache) exceed the limit.  It is also called when number of active
pages exceed the page limit.  Currently, this memory handler scans the
mappings and tasks belonging to container (file and anonymous) and tries
to deactivate pages.  If the number of page cache pages is also high
then it also invalidate mappings.  The thought behind this scheme is, it
is okay for containers to go over limit as long they run in degraded
manner when they are over their limit. Also, if there is any memory
pressure then pages belonging to over the limit container(s) become
prime candidates for kernel reclaimer.  Container mutex is also held
during the time this handler is working its way through to prevent any
further addition of resources (like tasks or mappings) to this
container.  Though it also blocks removal of same resources from the
container for the same time. It is possible that over the limit page
handler takes lot of time if memory pressure on a container is
continuously very high.  The limits, like how long a task should
schedule out when it hits memory limit, is also on the lower side at
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present (particularly when it is memory hogger).  But should be easy to
change if need be.

- Indicate the number of times the page limit and task limit is hit

Below is a one line description for patches that will follow:

[patch01]: Documentation on how to use containers
(Documentation/container.txt)

[patch02]: Changes in the generic part of kernel code

[patch03]: Container's interface with configfs

[patch04]: Core container support

[patch05]: Over the limit memory handler.

TODO: 
1- mm/Kconfig is not the best place to set the CONFIG_CONTAINERS option.
2- some code(like container_add_task) in mm/container.c should go
elsewhere.
3- Support adding/removing a file name to container through configfs
4- /proc/pid/container to show the container id (or name)
5- Wider testing for memory controller.  Currently it is possible that
limits are exceeded.  See if a call to reclaim can be easily integrated.
6- Kernel memory tracking (based on patches from BC)
7- Limit on user locked memory
8- Huge memory support
9- Stress testing with containers
10- One shot view of all containers
11- CKRM folks are interested in seeing all processes belonging to a
container.  Add the attribute show_tasks to container.
12- Add logic so that the sum of limits are not exceeding appropriate
system requirements.
13- Extend it with other controllers (CPU and Disk I/O)
14- Add flags bits for supporting different actions (like in some cases
provide a hard memory limit and in some cases it could be soft).
15- Capability to kill processes for the extreme cases.
16- ...

This is based on lot of discussions over last month or so.  I hope this
patch set is something that we can agree and more support can be added
on top of this.  Please provide feedback and add other extensions that
are useful in the TODO list.

Thanks,
-rohit
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Subject: Re: [ckrm-tech] [patch 0/5]-Containers: Introduction
Posted by Balbir Singh on Mon, 18 Sep 2006 13:27:53 GMT
View Forum Message <> Reply to Message

Rohit Seth wrote:

> Below is a one line description for patches that will follow:
> 
> [patch01]: Documentation on how to use containers
> (Documentation/container.txt)
> 
> [patch02]: Changes in the generic part of kernel code
> 
> [patch03]: Container's interface with configfs
> 
> [patch04]: Core container support
> 
> [patch05]: Over the limit memory handler.
>

Hi, Rohit,

The patches are hard to follow - are they diff'ed with Naurp?
At certain places I cannot figure out which function has changed.

-- 
	Warm Regards,
	Balbir Singh,
	Linux Technology Center,
	IBM Software Labs

Subject: Re: [ckrm-tech] [patch 0/5]-Containers: Introduction
Posted by Rohit Seth on Mon, 18 Sep 2006 16:06:10 GMT
View Forum Message <> Reply to Message

On Mon, 2006-09-18 at 18:57 +0530, Balbir Singh wrote:
> Rohit Seth wrote:
> 
> > Below is a one line description for patches that will follow:
> > 
> > [patch01]: Documentation on how to use containers
> > (Documentation/container.txt)
> > 
> > [patch02]: Changes in the generic part of kernel code
> > 
> > [patch03]: Container's interface with configfs
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> > 
> > [patch04]: Core container support
> > 
> > [patch05]: Over the limit memory handler.
> >
> 
> Hi, Rohit,
> 
> The patches are hard to follow - are they diff'ed with Naurp?
> At certain places I cannot figure out which function has changed.
> 

They are without p option so the function name is not there. Though
there is only one patch 02 of 05 that modifies existing code.  And that
too almost all single line changes are starting with container API
container_*  Please let me know if there is something specific that is
not clear.

I will send the next version of patches and I will include -p option as
well.

thanks,
-rohit

Subject: Re: [ckrm-tech] [patch 0/5]-Containers: Introduction
Posted by Balbir Singh on Mon, 18 Sep 2006 18:08:05 GMT
View Forum Message <> Reply to Message

Rohit Seth wrote:
> On Mon, 2006-09-18 at 18:57 +0530, Balbir Singh wrote:
>> Rohit Seth wrote:
>>
>>> Below is a one line description for patches that will follow:
>>>
>>> [patch01]: Documentation on how to use containers
>>> (Documentation/container.txt)
>>>
>>> [patch02]: Changes in the generic part of kernel code
>>>
>>> [patch03]: Container's interface with configfs
>>>
>>> [patch04]: Core container support
>>>
>>> [patch05]: Over the limit memory handler.
>>>
>> Hi, Rohit,
>>
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>> The patches are hard to follow - are they diff'ed with Naurp?
>> At certain places I cannot figure out which function has changed.
>>
> 
> They are without p option so the function name is not there. Though
> there is only one patch 02 of 05 that modifies existing code.  And that
> too almost all single line changes are starting with container API
> container_*  Please let me know if there is something specific that is
> not clear.
> 

Patch 02 is hard to read. I was trying to understand the changes made
in the patch. Patch 01 is trivial, I got stuck at 02.

> I will send the next version of patches and I will include -p option as
> well.
> 
> thanks,
> -rohit
> 

-- 
	Warm Regards,
	Balbir Singh,
	Linux Technology Center,
	IBM Software Labs

Subject: Re: [ckrm-tech] [patch 0/5]-Containers: Introduction
Posted by Badari Pulavarty on Mon, 18 Sep 2006 21:08:42 GMT
View Forum Message <> Reply to Message

On Thu, 2006-09-14 at 18:37 -0700, Rohit Seth wrote:
> Containers:
> 

I was just trying out your patches and ran into
following Oops.

(Created a container, assigned a pid (shell) to it,
set page limit and started a kernel compile in the shell).

Thanks,
Badari

elm3b29 login: ----------- [cut here ] --------- [please bite here ]
---------
Kernel BUG at include/linux/list.h:173
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invalid opcode: 0000 [1] SMP
last sysfs file: /devices/pci0000:00/0000:00:06.0/irq
CPU 3
Modules linked in: acpi_cpufreq ipv6 thermal processor fan button
battery ac dm_mod floppy parport_pc lp parport
Pid: 4780, comm: sh Not tainted 2.6.18-rc6-mm2 #3
RIP: 0010:[<ffffffff802807b1>]  [<ffffffff802807b1>]
container_remove_task+0xd1/0x150
RSP: 0018:ffff8101de5d9e98  EFLAGS: 00010283
RAX: ffff8101de410ea8 RBX: ffff81019f624450 RCX: ffff8101de410ea8
RDX: ffff8101de5f0e68 RSI: 0000000000000000 RDI: ffff8101de410dac
RBP: ffff8101de5d9eb8 R08: 0000000000000000 R09: 0000000000000000
R10: 00000000000012ac R11: 0000000000000246 R12: ffff8101de4107a0
R13: ffff81019f6244b8 R14: ffff8101de410dac R15: ffff8101de4108c8
FS:  00002b1d43e3fae0(0000) GS:ffff8101c00c9f40(0000)
knlGS:0000000000000000
CS:  0010 DS: 0000 ES: 0000 CR0: 000000008005003b
CR2: 0000000000424613 CR3: 0000000000201000 CR4: 00000000000006e0
Process sh (pid: 4780, threadinfo ffff8101de5d8000, task
ffff8101de4107a0)
Stack:  ffff8101de5d9ee8 ffff8101de4107a0 0000000000000010
ffff8101de410850
 ffff8101de5d9f38 ffffffff802337d9 ffff8101de5d9f08 ffff8101de5d9ee8
 ffff8101de410938 ffff8101dd91a680 ffff8101de5d9ee8 ffff8101de5d9ee8
Call Trace:
 [<ffffffff802337d9>] do_exit+0x8d9/0x900
 [<ffffffff80233898>] do_group_exit+0x98/0xa0
DWARF2 unwinder stuck at do_group_exit+0x98/0xa0

Leftover inexact backtrace:

 [<ffffffff802338b2>] sys_exit_group+0x12/0x20
 [<ffffffff80209c4e>] system_call+0x7e/0x83

Code: 0f 0b 68 d1 f8 50 80 c2 ad 00 48 89 50 08 48 89 02 48 c7 41
RIP  [<ffffffff802807b1>] container_remove_task+0xd1/0x150
 RSP <ffff8101de5d9e98>
 <1>Fixing recursive fault but reboot is needed!
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