
Subject: network failure when running man ve
Posted by vmvmvm on Sat, 07 Jan 2006 16:22:07 GMT
View Forum Message <> Reply to Message

Hi,

I'm loving openvz more and more each day! 

Last night I made 50 new ve's based on the centos 4.2 default template. I started them all and
was running 50 ve's with no load and little swap. 

Only 8 of the ve's have actual IP's. The rest are setup without IPs.

This morning (about seven hour later), none of the 8 ve's with IPs would respond to the network
(ssh + httpd).

However if I restarted ssh and httpd on each VE they worked fine again.

The load is zero and there is some swap in use but I don't think the server is paging things out.

/proc/user_beancounters only show one overage:

dgramrcvbuf           0     128972     132096     132096     112398

for a ve that runs a caching only nameserver. The nameserver is still working though

Any ideas what might have happened?

The only weird thing I did was :

killall -9 sendmail

from the hardware node to killall the sendmails in the new ve's (sorry sendmail!)

Thanks!
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