Subject: Re: OpenVZ 7 containers crashing with ext4 errors
Posted by allan.talver on Wed, 22 Jul 2020 11:45:35 GMT

View Forum Message <> Reply to Message

Hello

Thank you for the reply! According to your suggestion we updated all our existing OpenVZ 7
nodes to the 14 version over the past two weeks. We have not yet experienced any crashes on
updated nodes (one crash did happen on 11 July on a node that had not yet been updated).

As it was pointed out, it seems that disk space could be a contributing factor to the issue. But |
can assure that disks of these failing containers are definitely not full. Some have very low
utilisation (around 30%). We have noticed another behaviour which we see is possibly related to
the crashes we have experienced, and also points to issues with not enough disk space available.
While pcompact is running, some virtual containers show extreme changes in disk utilisation.
Usually the disk suddenly shows as full and goes down to normal several times during the time
pcompact runs. One example of pcompact.log output while one of such vps' is being compacted:

2020-07-22T02:00:12+0200 pcompact : Inspect 7a81d5ef-9a70-4a20-bb57-cf38f45b2926
2020-07-22T02:00:12+0200 pcompact : Inspect /vz/private/4001/root.hdd/DiskDescriptor.xml
2020-07-22T02:00:12+0200 pcompact : ploop=107520MB image=39805MB data=20760MB
balloon=0MB

2020-07-22T02:00:12+0200 pcompact : Rate: 17.7 (threshold=10)
2020-07-22T02:00:12+0200 pcompact : Start compacting (to free 13669MB)
2020-07-22T02:00:12+0200 : Start defrag dev=/dev/ploop12981p1 mnt=/vz/root/4001
blocksize=2048

2020-07-22T02:09:48+0200 : Trying to find free extents bigger than 0 bytes granularity=1048576
2020-07-22T02:09:49+0200 pcompact : ploop=107520MB image=29687MB data=20767MB
balloon=0MB

2020-07-22T02:09:49+0200 pcompact : Stats: uuid=7a81d5ef-9a70-4a20-bb57-cf38f4502926
ploop_size=107520MB image_size_before=39805MB image_size_after=29687MB
compaction_time=577.227s type=online

2020-07-22T02:09:49+0200 pcompact : End compacting

And then we have one container where disk usage stays near 100% (but fluctuating) for 2 hours
until pcompact times out (I tried attaching a screenshot, but got an error that "Attachment is too
big", even if the file was quite small.). Ploop.log shows:

2020-07-22T02:00:01+0200 pcompact : Inspect 240e4613-e12c-46b1-bc06-d001b12463c8
2020-07-22T02:00:01+0200 pcompact : Inspect /vz/private/4116/root.hdd/DiskDescriptor.xml
2020-07-22T02:00:01+0200 pcompact : ploop=261120MB image=116695MB data=87568MB
balloon=0MB

2020-07-22T02:00:01+0200 pcompact : Rate: 11.2 (threshold=10)
2020-07-22T02:00:01+0200 pcompact : Start compacting (to free 16070MB)
2020-07-22T02:00:01+0200 : Start defrag dev=/dev/ploop48627p1 mnt=/vz/root/4116
blocksize=2048
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2020-07-22T04:00:21+0200 : Error in wait_pid (balloon.c:967): The /usr/shin/e4ddefrag2 process
killed by signal 15

2020-07-22T04:00:21+0200 : /usr/sbin/eddefrag2 exited with error

2020-07-22T04:00:21+0200 : Trying to find free extents bigger than 0 bytes granularity=1048576
2020-07-22T04:00:23+0200 pcompact : ploop=261120MB image=100782MB data=87487MB
balloon=0MB

2020-07-22T04:00:23+0200 pcompact : Stats: uuid=240e4613-e12c-46b1-bc06-d001b12463c8
ploop_size=261120MB image_size before=116695MB image_size_after=100782MB
compaction_time=7221.741s type=online

2020-07-22T04:00:23+0200 pcompact : End compacting

This node is running a MySQL server which shows errors during these 2 hours (different errors
pointing to disk being full). Eventually MySQL crashes.

We'll continue to monitor and report back how it goes. But has anyone experienced such
fluctuations in disk utilisation while pcompact is running? Is it somehow expected? How to get
around applications failing due to disk showing as full (even when it is actually not). Worth
mentioning that all these issues described in this post happen on newly created Ubuntu 18.04
containers (as opposed to my initial post where issues were mostly related to 16.04 containers
migrated from OpenVZ 6).

Thanks!

Page 2 of 2 ---- Generated from OpenVZ Forum


https://new-forum.openvz.org/index.php

