
Subject: Slow Live Migration  (prlctl migrate)
Posted by alenco on Thu, 14 Mar 2019 19:37:45 GMT
View Forum Message <> Reply to Message

Between 2 OpenVZ 7 servers got 1000mbit / 1Gbit connections, which performs fine for data
transfer, and offline migration. But when i do a live migration it goes back to ~180bmit when the
"Live migration stage started". Before that, in the state " Copying static data ", full 1000mbit is
being used. 

Is there something wrong, or is this normal behavior. Don't see any issues with CPU or OI being
to bottleneck here. No high loads, and both SSD servers. 

Would like to figure this out, because network is being upgraded to 10GBit, so would like to use
this speed offcourse. 

Thanks in advance. 
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