
Subject: Internal Network NOT on venet0:1?
Posted by SkylarM on Sun, 28 Jul 2013 19:20:54 GMT
View Forum Message <> Reply to Message

I'm having a heck of a time seperating out my internal network. The host node is fine, but within
the container it seems to be passing through eth0 instead of eth1, resulting in higher than desired
internal network pings

traceroute 10.10.0.12
traceroute to 10.10.0.12 (10.10.0.12), 30 hops max, 60 byte packets
 1  199.48.167.66 (199.48.167.66)  0.056 ms  0.022 ms  0.020 ms
 2  10.10.0.12 (10.10.0.12)  0.501 ms  0.484 ms  0.474 ms

Basically I am trying to find a way to make internal networking operate as it should in a dedicated
environment, I need this to pass from the container to the host node's eth1. 

I cannot seem to find any real documentation on internal networking with OpenVZ, so if anyone
could help I would greatly appreciate it!
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