
Subject: Fileserver for a small cluster
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View Forum Message <> Reply to Message

Hello there,

I am planning a small openvz cluster, I would like all the nodes to have small boot drives and have
the containers served to them  somehow. My question is how is it best to do this? from a separate
NAS, or from a node (with a larger HDD attached) running a virtual fileserver allong with other
VMs (I would assume this fileserver would have to start first, and be non migratable), or
something else? 

What happens to the filesystem of the container when I live migrate a machine? could I start all
the machines on one node and then distribute them throughout the cluster using live migration?
This is the only way I can think of not having to run smbfs on the nodes (which I hear is not
advised).

As you can tell I'm pretty new to this, so sorry if these are stupid questions!

Thanks in advance 

J

EDIT: so from my further research it looks like the entire private area is transferred during live
migration, which would I think make a NAS the best option?

Using this, I could mount the same disk on all the nodes --> could I checkpoint a container and
start it on another node without transferring any data? if both nodes had access to the same drive
(containing the container private area and the checkpoint).
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