
Subject: openvz containers having nfs issues.
Posted by phalantice on Sun, 06 Jan 2013 06:08:00 GMT
View Forum Message <> Reply to Message

I have a bunch of containers on centos 6. when I map one to the nfs share and have a webserver
use the nfs share to store the page data it absolutly bogs the host laverage went to 19. If i load a
webserver on the host it snaps right through the pages as I would expect it to load.  the nfs server
and containers are both in the smae esxi server.  the nfs has its own switch/nic/network.  the ct
has a 2nd ip and iptables masqurade through the 2nd nic for the nfs.

any thoughts would be appriciated. laverage on every thing when not using the ct/nfs  is .7 for the
nfs server and centos. copying data wholesale eats up cpu but thats not exactly suprising
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