
Subject: Re: Services inside container very slow to start
Posted by bbhenry on Mon, 20 Apr 2009 06:52:28 GMT
View Forum Message <> Reply to Message

I have the same issue. 

I see you talked about http, mysql and Asterisk. Seems like we are trying to achieve similar tasks
here. I have migrated a PBX in a flash to VE. And I found from /var/log/messages , once the
xinetd started, it took another 3 minutes to finish all other service at boot. What's going on? I
actually have 2 different HN, the one with ubuntu server has this problem . But the one with a
CentOS HN don't have this issue, everything start right at the same minute. 

Here is the log for the VE that runs on the Ubuntu(Debian) Hardware Node:

Apr 19 23:30:30 piaf xinetd[590]: xinetd Version 2.3.14 started with libwrap loadavg
labeled-networking options compiled in.
Apr 19 23:30:30 piaf xinetd[590]: Started working: 1 available service
Apr 19 23:33:49 piaf init: no more processes left in this runlevel

Here is the log for the VE that runs on the CentOS hardware Node:

Apr 19 23:20:36 piaf xinetd[3524]: xinetd Version 2.3.14 started with libwrap loadavg
labeled-networking options compiled in.
Apr 19 23:20:36 piaf xinetd[3524]: Started working: 1 available service
Apr 19 23:20:52 piaf init: no more processes left in this runlevel

Any other thing or service that could be causing the slow down? or is there something we need to
change in xinetd's config file? By the way, the kernel version on Ubuntu is 2.6.24-23-openvz. 
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