
Subject: Re: kernel module load fail
Posted by locutius on Sun, 26 Oct 2008 09:52:32 GMT
View Forum Message <> Reply to Message

node B:

[root]# apf --start 2> apflog.txt

apflog.txt is without set -x
apflog1.txt is with set -x

everything iptables is failing

iptables is running in the CT. it is almost as if there is a problem with permissions

i have another HN to set up today. i cross my fingers for no problems

UPDATE:

i have installed OVZ on a new server node C. bad news: node C is behaving exactly the same as
node B, apf will not run in a CT

i made an experiment and copied over the CT with working apf from node A to node C. when i
started the previously good CT on node C then apf failed to work with all the same errors.
conclusion: the problem is not in the CT config

there were other problems with node B that i did not report because i did not think were
interesting. however, i see the same errors on node B and node C (both are many CT running
httpd and mysqld):

1. the HN will not serve webpages longer than 24 hours before they stop. restarting the CT does
not fix the problem. restarting vz service does not fix the problem. rebooting the HN solves it for
another 24 hours before it stops again

2. stopping a CT on both B and C gives this error:

Message from syslogd@ at Mon Oct 27 10:08:44 2008 ...
host1 kernel: unregister_netdevice: device f5e56000 marked to leak
Message from syslogd@ at Mon Oct 27 10:08:44 2008 ...
host1 kernel: free_netdev: device venet0=f5e56000 leaked
Message from syslogd@ at Mon Oct 27 10:08:47 2008 ...
host1 kernel: unregister_netdevice: device f5e56800 marked to leak
Message from syslogd@ at Mon Oct 27 10:08:47 2008 ...
host1 kernel: free_netdev: device lo=f5e56800 leakedVE was stopped
VE is unmounted
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3. stopping a CT on node C gives the broken pipe error

today i will make an experiment and stop iptables on the HN and the CT to test if the CT will serve
for longer than 24 hours with iptables stopped

     ____________________________________________________________ ___

i appreciate the help you give. i have just completed a migration of 100+ vps from one datacentre
to another, from older reliable OVZ that stays up for 6 months without intervention to new OVZ
that cannot stay up for 24 hours

i am pointing the finger at the kernel

while building template cache on node C vzpkgcache failed with the error "syslog file not found"
when syslogd is running

if you want me to raise bugs on any of these issues please tell me. i will work on this until a
solution is found

UPDATE:

node B and C running for 4 hours with iptables disabled give the same leak error when stopping a
CT. iptables is not the culprit. it is the OVZ network service causing the leak

File Attachments
1) apflog.txt, downloaded 434 times
2) apflog1.txt, downloaded 449 times
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