
Subject: unfs3 in a ve and syslog errors
Posted by swindmill on Thu, 24 Apr 2008 18:35:19 GMT
View Forum Message <> Reply to Message

We are running a VE on a CentOS 5.1 amd64 host that provides NFS to a few other machines on
our network.

We have setup unfs3 0.9.20 for this purpose.

The VE in question is configured with a veth interface that is bridged with the HN's eth0.

We are seeing thousands of the following messages in our syslog output:

hostname unfsd[12284]: unable to send RPC reply

The host kernel is 2.6.18-53.1.6.el5.028stab053.6 and we have loaded the nfs module as well as
added kernel.ve_allow_kthreads=1 to our sysctl.conf

We don't have issues mounting the exported NFS shares from this VE, but these errors keep
occuring, many times a second.

I have also contacted the developer of unfs3, but I am not sure if this is an OpenVZ issue, or a
unfs3 issue.

Is anyone else using unfs3 inside of a VE without such errors?
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