Subject: Re: [PATCH 2.6.24-rc8-mm1 09/15] (RFC) IPC: new kernel API to change
an 1D
Posted by Cedric Le Goater on Thu, 31 Jan 2008 16:10:03 GMT

View Forum Message <> Reply to Message

Hello Kirill !

Kirill Korotaev wrote:

> Pierre,

>

> my point is that after you've added interface "set IPCID", you'll need more and more for
checkpointing:

> - "create/setup conntrack” (otherwise connections get dropped),

> - "set task start time" (needed for Oracle checkpointing BTW),

> - "set some statistics counters (e.g. networking or taskstats)"

> - "restore inotify"

> and so on and so forth.

right. we know that we will have to handle a lot of these
and more and we will need an API for it ;) so how should we
handle it ?

through a dedicated syscall that would be able to checkpoint
and/or restart a process, an ipc object, an ipc namespace, a
full container ? will it take a fd or a big binary blob ?

| personally really liked Pavel idea's of filesystem. but we
dropped the thread.

that's for the user API but we will need also kernel services
to expose (checkpoint) states and restore them. If it's too
early to talk about the user API, we could try first to refactor
the kernel internals to expose correctly what we need.
That's what Pierre's patchset is trying to do.

Cheers,

C.

Containers mailing list
Containers@lists.linux-foundation.org
https://lists.linux-foundation.org/mailman/listinfo/containers
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