Subject: Re: [PATCH 03/33] task containersv1l add tasks file interface
Posted by Paul Jackson on Wed, 03 Oct 2007 17:51:57 GMT

View Forum Message <> Reply to Message

Paul M wrote:

> Are there cases when userspace is

> required to try to reattach a task to its current cpuset in order to
> get a cpu mask change to stick?

Yes, there are such cases.

If tasks are running in a cpuset, and someone changes the
'cpus’ of that cpuset, the tasks already in that cpuset don't

move. They stay with their task structs cpus_allowed pointing

to the old value. The only code path that user space can trigger
that leads to changing an existing tasks cpus_allowed mask is to
write that tasks pid to a cpuset 'tasks' file.

So after changing the ‘cpus’ of a cpuset, you (something in
user space) then has to rewrite every pid in that cpusets
tasks file back to that same tasks file, in order to get the
change to be applied to each of those tasks, and get them to
start running on their new CPUSs.

| won't rest till it's the best ...
Programmer, Linux Scalability
Paul Jackson <pj@sgi.com> 1.925.600.0401

Containers mailing list
Containers@lists.linux-foundation.org
https://lists.linux-foundation.org/mailman/listinfo/containers
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