
Subject: Giving a VPS a MAC address
Posted by Jason Stubbs on Sat, 04 Mar 2006 10:39:49 GMT
View Forum Message <> Reply to Message

In situations where a VPS needs a unique MAC address this guide can be used to give it one. The
method used will be to create a tunneled bridge between the hardware node and the vps.

Note, this method causes further processing overhead so only add one if you need to. Also worth
mentioning is that this will bypass all security that is offered by the venet virtual device. Lastly,
each VPS needing a MAC address will require a dedicated tap device on the hardware node tied
to the bridge.

In this guide, the local network is 192.168.0.0/24, the "internal" network (for communication
between the hardware node and the VPS) is 192.168.1.0/24, the hardware node's IP will be
192.168.0.1, the VPS's IP will be 192.168.0.2 and the gateway is 192.168.0.253.

The software needed:

* kernel compiled with bridging and tun/tap support
* vtun (vtun.sf.net)
* bridge-utils (bridge.sf.net)
* usermode-utilities (user-mode-linux.sf.net)

HARDWARE NODE

Create a tap device, bridge it with your ethernet device and set the IPs on the bridge:

# tunctl -t tap0
# ifconfig eth0 0.0.0.0 promisc up
# ifconfig tap0 0.0.0.0 promisc up
# brctl addbr br0
# brctl addif br0 eth0
# brctl addif br0 tap0
# ifconfig br0 192.168.0.1 up
# ifconfig br0:1 192.168.1.1 up

Then set up vtun to run as a server:

# cat /etc/vtund-start.conf
--server-- 5000

# cat /etc/vtund.conf
options {
  port 5000;
  syslog        daemon;
  ppp           /usr/sbin/pppd;
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  ifconfig      /sbin/ifconfig;
  route         /sbin/route;
  firewall      /sbin/ipchains;
  ip            /sbin/ip;
}
vps101 {
  speed 0;
  compress no;
  encrypt no;
  passwd  <passwd>;
  type ether;
  device tap0;
  proto udp;  # perhaps tcp is faster? haven't tested yet...
}

# /etc/init.d/vtund start

VPS 101

You will need to allow access to tun devices by the VPS and give it an IP on the "internal"
network.

# vzctl set 101 --devices c:10:200:rw --save
# vzctl set 101 --ipadd 192.168.1.2 --save

Then just set up and run vtund within the VPS:

# cat /etc/vtund-start.conf
vps101 192.168.1.1

# cat /etc/vtund.conf
options {
  port 5000;
  timeout 60;
  ppp           /usr/sbin/pppd;
  ifconfig      /sbin/ifconfig;
  route         /sbin/route;
  firewall      /sbin/ipchains;
  ip            /sbin/ip;
}
vps101 {
  passwd <passwd>;
  type ether;
  device tap1;
  up {
    ifconfig "%% 192.168.0.2 netmask 255.255.255.0";
  };
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  down {
    ifconfig "%% down";
  };
}

# /etc/init.d/vtund start

Finally, you'll need to adjust routing on the VPS to access the gateway directly or else the
"internal" address will be used when sending packets outside the local network and the gateway
won't know how to send responses back.

# route del default
# route add -net 192.168.1.0/24 dev venet0
# route add default gw 192.168.0.253

And that's it! The tap device within the vps will get a random MAC address and will be visible to
any other machines on the same network segment.
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