
Subject: Re: HW Node Lockup Issue
Posted by shushry on Mon, 26 Feb 2007 22:14:26 GMT
View Forum Message <> Reply to Message

Thanks Kir -

I found reference to that bug in several other posts, and took liberty to make adjustments.

I've been running with:

echo 20000 > /proc/sys/net/ipv4/tcp_max_tw_buckets_ub
echo 256 > /proc/sys/net/ipv4/tcp_max_tw_kmem_fraction

...and still experienced the issue.  Do you think the 384 value will improve this?  And would my
20,000 value for _ub be sufficient, or is the 16536 significant?

One other question - would there be some way to monitor the onset of this issue?  I.e, some value
in /proc that would indicate this problem is about to occur?

Page 1 of 1 ---- Generated from OpenVZ Forum

https://new-forum.openvz.org/index.php?t=usrinfo&id=1076
https://new-forum.openvz.org/index.php?t=rview&th=2054&goto=10713#msg_10713
https://new-forum.openvz.org/index.php?t=post&reply_to=10713
https://new-forum.openvz.org/index.php

